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ABSTRACT 

In the past few years, states and organisations have made use of technology to increasingly 

track, and monitor the population; the onset of COVID-19 was further used to validate and 

justify these surveillance systems. During the pandemic, the administration was focused on 

detecting the trends of the diseases for which, the surveillance systems require information 

about what is happening inside our bodies, such as our body temperature and heart rate, in 

order to determine whether we are ill (Eck & Hatz 2020). These noticeable trends marked a 

significant change in surveillance techniques from "over the skin" to "under the skin" 

surveillance which is not just restricted to monitoring overt behaviour but also recurrent 

patterns of traits, habits and feelings (Harari, 2020). The study aimed to explore people’s 

perceptions about the government and corporations using their personal data for extensive 

surveillance. Law enforcement and the security mechanism use the vast amount of data 

gathered to fulfil their security objectives, eventually leading to the institutions breaching the 

boundaries of their control. Focus group discussion (n=9) was conducted to gain insights 

regarding political surveillance and its relational understanding of an individual’s sense of 

privacy, perceived control, and trust in political institutions. Using thematic analysis, key 

themes ranged from the absence of institutional trust in citizens, privacy and its susceptibility 

to breaches to pandemic-induced changes in surveillance. In conclusion, the consequences 

and the broader impact of such views held on an individual level are discussed. 
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urveillance is a long-standing social practice. It has long been a part of institutional 

processes and social interactions among people, however, it has been the dominant 

organisational strategy of late modernity over the last 40 years (Locke 2010).  

 

The monitoring, gathering, and/or processing of personal data by a government is state 

surveillance. Online activity monitoring, GPS or Bluetooth location tracking, tracking 

financial transactions, video surveillance, facial recognition software, and biometric data 
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collection are a few examples of this. The types of information that states are able to gather 

and connect are numerous, precise, and frequently of a private nature (Eck & Hatz 2020). 

 

Commercial entities have contributed to the monetization of information and, as a result, 

have created an insatiable demand for consumer data (Turow 2005). Through various "e-

government" projects, the nation-state, which has long been a prominent actor in collecting 

data on citizens (Agar 2016; Higgs 2003), is radicalising the breadth of governmental 

surveillance. In order to increase school safety, students from kindergarten through university 

are increasingly being tracked, measured, and marked (Monahan, Torres et al. 2009). 

 

After the onset of COVID-19 and it being declared a pandemic by WHO, several countries 

launched mobile apps developed to gather users' geolocated mobility information in order to 

assist authorities in tracking the COVID-19 outbreak. The apps developed by Norway, 

Kuwait and Bahrain were declared as ‘the most invasive’ tracing apps by Amnesty 

International in 2020 (Amnesty International, 2021). These apps have signified a global rise 

in state surveillance. By the end of 2020, 34 countries initiated surveillance and out of them, 

22 were democratic in nature (Gershgorn, 2021).  

 

REVIEW OF LITERATURE 

Surveillance allows for the detection of dissent and the targeted application of repression. As 

state law enforcement and security organisations use the vast infrastructure of data gathered 

by other governmental bureaucracies and incorporate it into security objectives, institutional 

boundaries also become less clear. Many studies on surveillance in the field of political 

science concentrate on how authoritarian regimes use it to combat domestic political threats. 

This is because surveillance enables the detection of dissent and the extraction of intelligence, 

allowing for the targeted application of repression (Gohdes, 2020).  

 

Surveillance has ironically grown more obvious and more covert in recent years. On one 

hand, it is difficult to ignore the increasing number of cameras, requests for official records, 

and public discussions about internet data surveillance as we go about our daily lives, yet 

there exists an odd obscurity that surrounds these behaviours. With the exception of a small 

group of insiders, the actual workings of surveillance, the precise nature and degree of its 

penetration, as well as the processes for how one is picked out for suspicion or reward, are 

opaque (Ball, Haggerty, & Lyon, 2012). Another trend is the democratisation of surveillance, 

where even previously largely unobserved groups are now occasionally observed by other 

citizens as well as major institutions. (Mathiesen 1997; Goldsmith 2010). 

 

Surveillance is one strategy that democratic countries are increasingly adopting. In addition 

to using closed-circuit television (CCTV), drones, mobile phone usage data, and biometric 

tracker bracelets, public surveillance of population movements during a lockdown is another 

form of surveillance measure that has been adopted (Weller, 2012).  

 

But the introduction of mobile apps that enabled tracking during COVID-19 has become the 

most often-used method of surveillance. The fundamental idea is to use digital technologies 

to scale up conventional contact tracing. Although digital utopianism sees mobile phones as a 

way to assist protect against disease and worries of privacy invasion, there is tension there. 

Worries about government overreach online are not new, the COVID-19 pandemic's high 

stakes have caused official state monitoring operations to be accelerated and securitized in 

ways that are novel to the digital sphere. (Eck & Hatz, 2020). If we look at the Norwegian 

app, Smittestopp, the app's advantages were eventually thought to be insufficient to justify its 
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invasion of citizens' privacy. Indeed, the design of contact tracing apps has drawn criticism 

from several governments' own monitoring organisations. For instance, Slovakia expedited 

various changes to its telecom law that widened telecom providers' responsibilities to keep 

track of each customer's location information. Due to their "vagueness and insufficient 

protections against misuse," these regulations were contested before the Slovakian 

Constitutional Court and subsequently suspended (Rodriguez, 2020). Even in India, the 

government and numerous significant private businesses require workers to download the 

official COVID-19 tracking software, which is allegedly voluntary. Critics have noted that 

there is no national data privacy law in India and that it is unclear who gets access to the app's 

data and under what circumstances (O'Neill, 2020).  

 

There is a possibility that governments won't be willing to give up the additional surveillance 

capabilities these applications provide and there is also a possibility that personal data may be 

gathered indefinitely and utilised for unexpected purposes. In reaction to the September 11, 

2000, terrorist attacks, the US Patriot Act was passed in 2001, giving the government wide 

monitoring authority with no oversight. Despite the lack of any evidence pointing to a current 

threat of a foreign attack on US land, it is still in effect today (Eck & Hatz 2020). The 

government of the United Kingdom intends to keep the information it gathers for up to 20 

years and only grants people a complete right to have their data removed upon request 

(Sabbagh & Hern, 2020).  

 

However, with private organisations acting as a conduit or relay in a wider network of state 

monitoring, access by the state to other institutions is becoming a more explicit legal 

obligation (Ball, Haggerty & Lyon, 2012). Online information exchange has emerged as a 

cutting-edge method for businesses to get crucial data for market trends and decision-making 

research. Many businesses and organisations manage the shared information between 

individuals to provide valuable data for their business plans (Hajli & Lin, 2014). Similar to 

the government, the commercial sector now has access to vast amounts of information on us 

and regularly exchanges and uses that information in order to market to us. Anyone who has 

used Amazon in the past ten years will be able to attest to the fact that businesses have grown 

increasingly skilled at fusing consumer data with personal information to create sophisticated 

consumer profiles that can accurately forecast each person's consumption habits (Goold, 

2010). 

 

These surveillance applications have different strategies based on whether they were created 

by public or private initiatives, thus there is no one strategy that works for all of them. These 

strategies are based on questions like what kind of technology is utilised to monitor 

interpersonal contact, whether the app is optional, whether there are restrictions on data 

collecting, whether there are plans for discarding the data, whether the data is anonymised, 

whether data storage is centralised or decentralised, and whether the app is transparent 

(Bradshaw, Murphy, & McGee, 2020). Most democratic governments have reaffirmed their 

dedication to protecting privacy in this situation, yet worries still exist. For instance, 

anonymized data are susceptible to reidentification, and while data may be stored locally 

rather than centrally to reduce privacy issues, there are worries that the data may be 

compromised (Eck & Hatz, 2020).  

 

The public may receive a particularly unfavourable message about how the state sees them 

and how much they can rely on the state to trust them from the rising usage of surveillance 

technologies. To foresee how the public will respond to the loss of trust, it is crucial to 

comprehend the circumstances under which the state acquires and uses its surveillance 
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power. It could be simpler to focus on the culturalistic approach and deal with the broad and 

detailed effects of monitoring on public trust separately (Goold, 2008).  

 

From a culturalist vantage point, it is obvious that states' increasing use of surveillance 

technologies against their citizens risks undermining the confidence that society has in its 

leaders. A society's capacity to resist shifting toward more authoritarian forms of 

administration depends in part on the implicit value that democracy and democratic 

institutions are accorded by the general populace. It can be claimed that the state runs the risk 

of eroding the normative commitment of people to democratic government and, 

consequently, their commitment to ideals like the defence of individual rights and civic 

responsibility. Simply put, if the state loses public trust, it's possible that the people may also 

lose faith in the state. The state has been challenged in its claims to be the only source of 

order and (in extreme situations) to have a monopoly on the use of force as people have 

become increasingly responsible for their own safety and have a better grasp of the hazards 

they face. In nations like the United States, the public's reaction to the state's exit from some 

aspects of law enforcement may be seen in the emergence of private policing and gated 

communities. It is also conceivable that the public could lose faith in some governmental 

institutions, and with it, their willingness to submit to such organisations' rule of law. (Goold, 

2008).  

 

Again, there are two distinct views of the connection between trust and governance that may 

be found in literature: institutional theories and cultural theories. Although both theories 

emphasise the importance of trust in the development and upkeep of democratic forms of 

governance, they have different explanations. According to cultural theories, trust is 

somehow socially ingrained and passed down from one generation to the next because of a 

community's deeply ingrained devotion to democratic norms. In order for the executive to 

pursue controversial aims in the short or medium term without worrying about losing 

democratic support or legitimacy, trust is necessary to establish and maintain a relationship 

between the government and the public (Mishler & Rose, 2005). Due to people's overall trust 

in the government and conviction that the institutions of the state are really concerned with 

their welfare and well-being, they accept decisions that they may not like or agree with. Trust 

is also important because it ensures that the wider population actively fights non-democratic 

alternatives to current political systems. When democracy is threatened, it helps to strengthen 

its legitimacy. The notion that trusts is crucial for promoting political engagement and 

democratic participation is the final point to consider. In this approach, trust "strengthens 

people’s ideas that government is responsive and motivates citizens to express their needs via 

engagement in activities ranging from voting to joining organisations". Contrarily, 

institutional theories view trust as a byproduct of institutional performance that may be 

strengthened or weakened depending on how the government and its agencies behave. While 

acknowledging that these are all possible ways for trust to function in society, institutional 

theorists disagree with cultural theorists in that they contend that neither these ideals nor 

specific kinds of trust are inevitably influenced by culture. They contend that rather than 

being passed down through generations, trust is instead continually replicated in response to 

the activities of the government. Trust is said to be developed as a specific response to 

institutional performance. When viewed in this light, trust is less of an act of faith—which is 

essential for the democratic endeavour to succeed—and more of a logical response to how 

well the government is performing (Mishler & Rose, 2005). 

 

Privacy in online forums exists predominantly in two domains: a sense of control and dignity. 

To date, the notion of privacy as having control over one's personal information has been 
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more prevalent than the other. Technology, business policy, legislation, and regulation are 

frequently assessed and studied in terms of the level of control that individuals have over 

their personal data. Leading social networks like Facebook and MySpace spread the idea that 

users can regulate their privacy. The premise of privacy as control, however, is fundamentally 

challenged by online social networks (OSN). Even with rigorous controls, it is still possible 

for online socializers to post unpleasant, malicious, or private information about one another, 

which would then be accessible to a sizable, if not unrestricted, online audience (Levin & 

Abril, 2009). 

 

Many people interact online and share personal information without appearing to give it 

much thought about the possibility of losing control, but these same people become angry 

when their personal information is accessed, used, or disclosed by people they believe to be 

outside of their social network. However, online socialisers have developed a novel and 

arguably legitimate concept of privacy known as network privacy that, if embraced by OSNs, 

will provide online socialisers control and protection over their reputation and dignity. This 

suggests that information is considered private by online socializers as long as it does not 

affect their established online personae if it comes from others or if it comes from them if it 

does not get shared outside of the network to which it was initially provided. OSNs should be 

obligated to offer effective protection to online socializers, who are typically young and 

vulnerable, in accordance with their understanding of network privacy above and beyond 

conventional methods of personal information control. OSNs are companies that make money 

from online social networking (Levin & Abril, 2009). It has been found that perceived control 

is adversely connected with attitudes toward sharing information and perceived privacy risk, 

which in turn affects how information is shared. To the extent that a person believes social 

networking sites give them control over how their information is used through privacy 

settings, Hajli and Lin define perceived control of information, which is unique to social 

networking sites. 2014 (Hajli & Lin). 

 

Advocates of a privacy-centric strategy highlight the importance of privacy discourses and 

structures as the most viable method of limiting surveillance and provide examples of how 

these strategies have successfully prevented egregious privacy intrusions. (Bennett, 2010). 

Those who emphasise the constraints of privacy as a concept and a regime are at the other 

extreme of the spectrum. For them, the fact that a surveillance society has developed around 

us despite a sizable and active privacy bureaucracy is blatant evidence of the failure of 

private institutions. In summary, it is claimed that the privacy infrastructure has demonstrated 

its inability to stop the spread of surveillance through its relentless growth of intensive 

surveillance techniques (Whitson and Haggerty, 2008). 

 

Privacy risk has been seen as a crucial element in the context of SNS that affects users' social 

interactions and usage patterns. All user interactions on SNS are recorded for possible use in 

data mining for commercial and other purposes. Some users deal with their privacy worries 

by having faith in their ability to govern the information they disclose on social networking 

services (SNS) like Facebook (Acquisti & Gross, 2006). Additionally, research demonstrates 

that Facebook users share a lot of private information without being aware of the site's 

privacy settings (Hajli & Lin, 2014). Users' SNS usage habits have an impact on the privacy 

issues they face. There is evidence that these privacy hazards affect people's psychological 

impressions and desire to use technology (Van Slyke et al. 2006). 

 

Even after the widespread release of several social media websites reusing and selling the 

user’s data, participants have shown an ambivalent response to how their personal 
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information might be reused by social contacts, strangers and organisations (Shipman & 

Marshall, 2017). There is no specific consensus among the general population about the 

security and privacy of their data. According to data from the technology press, there is a 

display of less personal information by people over social media (Beck, 2018). Even though 

user discontent is on the upswing, there is still somewhat reluctance by the population to stop 

the complete sharing of details over media (Shipman & Marshall, 2017).  

 

METHODOLOGY 

Sample and Procedure 

Using purposive sampling, 9 participants of all age groups participated in a focus group 

discussion. The respondents were early adults, in the age group of 18-25 and were from most 

of the metropolitan cities in India. Purposive sampling was used given the limited resources 

that the study had to be conducted, we ensured that people who were relatively more aware of 

the topic were invited to form, frame and discuss their opinions. This ensured that the 

exploratory study could lead to substantial findings for the researchers to formulate future 

research questions.  

 

Ethical Protection of Participants 

Participants were assured confidentiality for the data they gave during the focus group 

discussion. All the participants were adults who had given consent to being in the study. 

Participants’ names and identities have been protected throughout the analysis of the 

transcript. There were no risks associated with being in the study.  

 

Data Collection Procedure 

The data collection procedure used to understand the perception of the people was a Focus 

Group Discussion. The participants were asked to read and respond to an informed consent 

form before the discussion began.  

 

A focus group is a qualitative research method that assembles a small group of individuals to 

respond to questions in a controlled environment. The questions were intended to provide 

light on an interesting topic, and the group is selected based on predetermined demographic 

characteristics. There are some characteristics of a focus group discussion that made it more 

suitable for the data collection necessary for this paper. One, focus groups are qualitative 

methods of data sourcing. Two, it focuses on the interaction among group members and 

three, there is an active role of the researcher (Morgan, 1996).  

 

The data collection method of focus group discussion begins with the research design. The 

researcher establishes the objectives of the study, identifies and recruits the sample 

population for the study and again identifies a suitable location for the conduction. For the 

second stage of collecting data, the researcher starts with the pre-session preparation by being 

aware of the questions and the script and deciding on the seating arrangements, group 

dynamics and recording facilities. The researcher also has to facilitate the meeting by 

introducing the topic and informing the participants about confidentiality, discussing the 

problem throughout the entire discussion, and concluding the discussion. The researcher then 

analyses the discussion with the help of thematic, content, discourse or conversation analysis 

(O. Nyumba et al. 2018).  

 

This paper analysed the data with the help of thematic analysis. The practice of finding 

patterns or themes in qualitative data is known as thematic analysis. It is one of the primary 

data collection methods that is taught in qualitative because, "..it gives essential abilities that 
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will be valuable for undertaking many other kinds of analysis." In contrast to many 

qualitative techniques, it is not bound by a certain theoretical or epistemological stance and is 

a flexible strategy for the analysis of data (Braun & Clarke, 2006). 

 

DISCUSSION 

A thematic analysis was conducted with the data from the focus group discussion. The major 

themes that emerged primarily dealt with a lack of trust of the citizens both at an individual 

and a collective level in political institutions, the justifiability of surveillance during times of 

crisis, changes in the surveillance due to the pandemic, privacy concerns related to online 

forums, and the opinion of the general public on the same.  

 

1. Absence of Institutional Trust in Citizens 

We place a high value on privacy, among other things because it is necessary for the exercise 

of personal liberty and a strong self. But even though it may be simple to understand how 

privacy is fundamentally important to each of us as individuals, it is necessary to keep in 

mind that privacy also has a significant public dimension (Goold, 2010).  

 

Many participants in the focus group discussion mentioned their inability to trust the 

government with their personal data. They believed that they would not have full disclosure 

about the way data is being used by the government and it might be used for reasons of 

monitoring and surveillance against their will. There were also references to recent 

imprisonments of people based on their social media activity which further reinforced the 

idea. A participant mentioned, “......once you put your data out there, it’s for everyone to see, 

interpret and analyse.” This elaborates on a common belief among the citizens about 

governments and political institutions of the country not being completely transparent.  

 

By making it apparent that there are some limitations the state cannot cross and other things it 

cannot expect to know, privacy serves to set boundaries for the state. It is also understood, 

that trust in political organisations is difficult to achieve but very easy to lose. It is, thus, 

advisable for all democratic institutions to not push their limits to the threshold after which 

they will most likely lose mass support (Goold, 2010).  

 

The legitimacy of public institutions is crucial for building peaceful and inclusive societies. 

While levels of trust in institutions vary significantly across countries, opinion surveys 

suggest that there has been a decline in trust in public institutions in recent decades (United 

Nations, 2022).  

 

2. The justifiability of Surveillance in specific contexts 

While most of our participants were critical of mass surveillance, some discussed the benefits 

of this, especially in times of crisis. Most of them spoke about the lack of health 

infrastructure, especially in third-world countries like India, which would benefit from 

surveillance. Even in emergency situations, like accidents, where the immediate family is not 

readily available, upon the availability of health data accessible by the hospitals, treatment of 

the patient would be facilitated. Surveillance by corporations was also found to be justified 

provided they used the data for improving the experience of using the applications they built, 

rather than for using them to manipulate our opinions. While most spoke about ethics limited 

to health, some also claimed surveillance enhances the security of the state. Constant 

monitoring reduces deviance from normal behaviour and antisocial behaviour among 

members of society.  
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Personal data "needs" for institutions are actually very flexible. At one extreme, certain types 

of personal information are indeed required for particular organisational functions. For 

example, if someone subscribes to a publication, they must provide a physical address or an 

email address in order for it to be delivered. These requirements are "functionally necessary," 

but other alleged "needs" for personal information are not prerequisites; rather, they only 

increase the organization's advantage in dealing with the individuals in question (Cho, 2022). 

 

3. Opinions regarding legal mechanisms for storage and use of data 

Opinions regarding the need for privacy both at an individual and a collectivistic level were 

very strong among all the participants. All of them realised the immediate need for specific 

privacy laws related to data surveillance, both by governments and corporations. There was a 

sense of exploitation as some felt that their data was being used for the benefit of 

governments and corporations at their disposal. The discussion also included the lack of 

awareness about the absence of laws related to privacy breaching in online forums and 

monitoring online behaviour. The discussion concluded that this lack of awareness is a 

borderline infringement on an individual’s right to privacy. 

 

While we spoke about the lack of privacy laws, there is also a sense of hopelessness in 

citizens that limits them from taking sufficient action. The discussion related it to mostly the 

lack of awareness among common people about the ardent need for privacy. Some people 

also claimed to feel helpless, and not influential enough to make a change.  There was a 

consensus that ordinary people don't have the means to confront data extraction through 

governments and organisations, data once published can be accessible by all. There is also a 

certain context of influential multinational corporations and governments preventing such 

privacy-related laws for their personal benefit. 

 

Online privacy protection has grown to be a compelling and important problem. The threats 

of privacy loss and infringement activities have come to light as a result of numerous cases 

involving the invasion of personal information privacy. These include activities that 

compromise users' data security, such as the sale of personal information and the 

development of online sociopsychological profiles. They show that governmental legislation 

and privacy rules don't adequately handle this moral conundrum. A recent example is 

EasyJet, where we recently found that more than 9 million accounts of their customers were 

hacked and all their personal data was leaked, including information like credit card 

information (Prince, Omrani, Maalaoui, Dabic, & Kraus, & 2021). Relating to privacy 

helplessness, there is a large number of people who exhibit such feelings and give up the 

concept of their own data management (Cho, 2022) 

 

4. Trends of Data Tracking Awareness  

While we spoke about the lack of common knowledge in people about the general data 

tracking done by corporations and governments, there is very little news about it. The 

discussion spoke about data extraction through illegal means by corporations, data extracted 

being used as actionable intelligence, and to study the trend of the society, or make strict laws 

in the society. But there was also a sense of reluctance to remove personal data from online 

forums, or re-check their privacy settings.  

 

One tactic that democratic governments are increasingly using is surveillance. Public 

surveillance of population movements during a lockdown is another type of surveillance 

method that has been employed, in addition to the use of closed-circuit television (CCTV), 

drones, mobile phone usage statistics, and biometric tracker bracelets. The commercial sector 
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now has access to enormous amounts of information on us and regularly shares and uses that 

information in order to market to us, just like the government (Goold, 2010). 

 

Overall, the opinions of the participants are consistent with recent research showing people's 

complacency with continually evolving security regulations and data breaches. Consequently, 

keeping up to date is exhausting, and when individuals do make the effort to update their 

settings, read regulations, etc., they are immediately discouraged or perplexed by the deluge 

of information they are presented with. Individuals are freed from worrying that businesses 

may take or use their data when they are in a state of denial regarding potential risks and 

threats to personal data and are able to use social media unrestrictedly (Hinds, Williams, & 

Joinson, 2020). 

 

5. Privacy and its susceptibility to breaches with regard to social media 

There was a very common theme in the discussion of the lack of privacy and consent in 

social media. Especially in the context of Cambridge Analytica, the participants expressed 

feelings of fear of manipulation, helplessness, and anger. Some of the topics that were 

discussed in lieu of this were about social media being used by governments as a tool to 

spread propaganda. People are manipulated through selective data based on their algorithms. 

Something that was also discussed was about past choices, past decisions about one’s life 

being tracked and used to sway one for political thoughts.  

 

Anonymized data in social media is susceptible to reidentification, and while data may be 

stored locally rather than centrally to reduce privacy issues, there are worries that the data 

may be compromised (Eck & Hatz 2020). The premise of privacy as control is fundamentally 

challenged by online social networking. Even with rigorous controls, it is still possible for 

online socializers to post unpleasant, malicious, or private information about one another, 

which would then be accessible to a sizable, if not unrestricted, online audience (Levin & 

Abril, 2009). 

 

6. Pandemic-induced changes and needs for surveillance 

The discussion primarily led to two dominant views. While one mostly dealt with how crisis 

situations require radical measures and in those situations data tracking is acceptable, if and 

only if, the data is just used for emergency-related purposes and removed after the emergency 

at hand is over. There was also a factor of complete transparency with the citizens and 

informed consent throughout the process. The second view was about whether a government, 

powerful with complete surveillance of its citizens, would ever give it up, or would the 

under-the-skin surveillance increase as we progress, eventually leading to a dystopian 

society.  

 

Governments may not be ready to give up the enhanced surveillance tools these programmes 

offer, and there is always the chance that personal information will be collected forever and 

used in unforeseen ways. The UK government plans to preserve the data it collects for up to 

20 years and only gives individuals the full right to have their data erased upon request. The 

US Patriot Act, which granted the government-wide monitoring ability without any 

supervision, was passed in 2001 in response to the terrorist attacks of September 11, 2000. It 

is still in force today even though there is no proof that a foreign assault on US soil is 

currently a threat (Eck & Hatz 2020). 
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CONCLUSION 

The paper deals with the knowledge of online communication, be it state-mandated 

technologies or social media, is already regulated, primarily by search engines and 

recommender systems, whose goals and parameters may not be publicly known. There is 

very less awareness of public policy and laws that deal with online data monitoring of people. 

There is an asymmetrical relationship between the users and the platforms. This was 

especially evident in 2020 with the advent of the pandemic. Data monitoring apps that began 

with aim of storing and recording health-related information slowly progressed to complete 

data monitoring through those applications in several democratic countries. The paper tried to 

understand the perception of people regarding surveillance, especially their notion and 

understanding of their privacy levels.  

 

Better laws like national human rights action plans might concentrate on how state actors 

employ digital surveillance techniques to determine whether there are human rights violations 

occurring would help people address their complaints and seek judicial help. When the use of 

contact tracing apps does not adhere to the obligations of international human rights 

legislation, transparency through effective multilateral and multistakeholder can be used to 

hold governments accountable. There are now several instances of domestic review systems 

that have been successful in reversing overzealous governmental surveillance during the 

COVID-19 pandemic. The recently updated, hastily passed telecom law in Slovakia was 

found to include illegal provisions by the Constitutional Court. The modifications aimed to 

give state authorities access to telecommunications data for contact tracing, but they were 

rejected because they weren't sufficiently clear and didn't include safeguards against abuse 

(Sekalala, Dagron, Forman, & Meier, 2020). 

 

States have barely taken substantial action to prevent under-the-skin surveillance of their 

citizens both by themselves and private organisations. But some of the things that states can 

do to increase transparency and accountability is to have regular risk assessments to have 

evidence-based decision-making. There should be sufficient reason for citizens to be 

monitored, and those justifications should be given to the citizens. Data of all citizens should 

be treated equally, irrespective of their social background. States must include a termination 

clause in any laws that permit digital public health monitoring due to the threats to privacy, 

which stipulates in advance what information is being collected, for how long it should be 

kept, and when the right to keep it will expire. 
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